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Abstract

The most common approach for personalized federated learning is fine-tuning the global machine learning model to each client. While this addresses some issues of statistical diversity, we find that such personalization methods are vulnerable to spurious features, leading to bias and sacrificing generalization. Nevertheless, debiasing the personalized models is difficult. To this end, we propose a strategy to mitigate the effect of spurious features based on an observation that the global model in the federated learning step has a low bias degree due to statistical diversity. Then, we estimate and mitigate the bias degree difference between the personalized and global models using adversarial transferability in the personalization step. Empirical results on MNIST, CelebA, and Coil20 datasets show that our method improves the accuracy of the personalized model on the bias-conflicting data samples by up to 14.3%, compared to existing personalization approaches, while preserving the benefit of enhanced average accuracy from fine-tuning.

1 Introduction

Recent works [Fallah et al., 2020, T. Dinh et al., 2020, Li et al., 2021] on personalized federated learning (FL) fine-tune the global model on each client’s local dataset. Although theoretical and empirical results show that the personalized models fit the local data better and improve the accuracy, few works consider what features the personalized models learn from the local dataset. Our motivating hypothesis is that: Not all features are beneficial for a machine learning (ML) model. For example, in a gender prediction task using face images, the ML model could learn to predict gender based on hair color because females are more likely to have blond hair [Sagawa et al., 2019]. However, the hair color is a spurious feature because it only statistically correlates with the gender label but does not imply causation. The accuracy of an ML model that relies on spurious features such as hair color could drop significantly on the data where the spurious correlation does not hold, e.g., the blond male images [Sagawa et al., 2019]. Such an accuracy disparity caused by spurious features leads to issues in both fairness (racial bias) [Khani and Liang, 2021] and robustness (accuracy decrease under distribution shift) [Koh et al., 2021]. An ML model has a high bias degree if the accuracy disparity is large. Compared to the global model, the personalized models are more vulnerable to spurious features and therefore have a higher bias degree.

Empirically, we observe that the non-i.i.d. nature of the data distribution in the FL setting reduces the bias degree of the global model. The reason is that the distribution shift of spurious features across users could be larger than that of non-spurious features, making learning spurious features difficult, as Figures[1] and [2] show. In Section[2] we will show that the global model is more robust against both the synthetic spurious feature in MNIST and Coil20 datasets and the real spurious feature in the CelebA dataset, with explanations. However, the personalization methods fine-tune the global model...
Various methods have been developed to disentangle spurious features from ML models, but few apply to the personalized models. Firstly, many prior works [Li and Vasconcelos 2019, Sagawa et al. 2020] rely on human supervision. For example, the group distributional robust optimization (DRO) method [Sagawa et al. 2020] aims to balance the error rate of ML models across different manually annotated groups, which increases the labeling cost. Additionally, the group DRO method is sensitive to imprecise group annotations [Liu et al. 2021]. For the methods that do not require human supervision, access to bias-conflicting samples (e.g., blond male images in CelebA dataset) is necessary. Residual learning-based methods [He et al. 2019, Nam et al. 2020, Liu et al. 2021] train a biased ML model and up-weight the residual, which mainly contains bias-conflicting samples that the biased ML model mis-predicts. Other methods introduce auxiliary neural networks to extract superficial statistics (e.g., texture bias) and enforce independence between the prediction and the superficial statistics, which also needs bias-conflicting samples [Wang et al. 2019]. However, the bias-conflicting samples are rare. In the CelebA dataset, only around 1.7k samples are bias-conflicting out of more than 170k samples. If we distribute the CelebA dataset across users, nearly half do not have any bias-conflicting sample. Prior work [Li and Wang 2019] has explored creating a global proxy dataset for training FL models. However, a global proxy dataset may not characterize the local samples well. Besides the challenge in model debiasing, estimating the bias degree of the personalized model becomes difficult without access to bias-conflicting samples.

To address the supervision and data limitations, we developed an intuitive and effective method to reduce the bias degree of the personalized models without relying on bias-conflicting samples. Inspired by prior works [Tramèr et al. 2017, Liang et al. 2021] on the transferability of adversarial examples, we use the adversarial transferability between the low bias degree global model and the personalized models as a proxy to estimate the bias degree of the personalized models. The idea is that if two ML models use disjoint subsets of features, the adversarial examples that one ML model generates can not transfer to the other ML model. For example, to attack an unbiased ML model trained on the CelebA dataset, the adversary needs to add perturbations to the non-spurious shape features. However, an image with shape perturbations can not attack a biased ML model, which uses the spurious color feature to predict. Empirically, we show that the adversarial transferability between the global and personalized models strongly correlates with the bias degree of the personalized models in Section 2. Based on the observed correlation, we develop a method that enforces the adversarial transferability between the global and the personalized models in Section 3. However, we find that only enforcing adversarial transferability is insufficient because the personalized model may forget the rare bias-conflicting samples. The forgetting also increases the accuracy disparity. To address the forgetting issue, we developed another method based on loss function approximation. Empirical results show that combining the two methods reduces the bias degree of personalized models. We also include experiments highlighting the benefits of the approach, showing that it results in 3.85% average accuracy improvement on the biased test set and 0.8% accuracy improvement on the biased-conflicting test set compared to the global model. In contrast, naive fine-tuning decreases the accuracy on biased-conflicting test set by up to 14.3% on MNIST, CelebA and Coil20 datasets. We theoretically connects the adversarial transferability and the bias degree difference between the global and personalized models, which is presented in Appendix ?? due to the limited space.

Our contributions are summarized as follows:

- We empirically evaluated the bias degree of the global and personalized models in a federated learning setting with spurious features, highlighting the risk of existing methods.
- We designed a method to estimate the bias degree of the personalized models, based on the low bias degree global model and the adversarial transferability between the global and personalized models.
- We developed two methods to reduce the bias degree of personalized models by (1) enforcing the adversarial transferability between the global and personalized models and (2) preventing the personalized model from forgetting bias-conflicting samples, which are rare or missing in the local dataset.
- We theoretically connected the adversarial transferability and the bias degree difference of the global and personalized models.
- We conduct extensive experiments, validating the proposed method and showing the benefits.
Figure 1: Spurious Correlation Varies across Users. The variation results in a global machine learning model with lower bias degree in a federated learning setting.

Figure 2: Gradient Divergence between Users. The divergence slows down the learning of spurious features.

Figure 3: Datasets with Spurious Features. The object color spuriously correlates with the label in MNIST and Coil20 datasets. The hair color spuriously correlates with gender in the CelebA dataset.

2 An Empirical Study on Personalized Federated Learning with Spurious Features

This section presents our empirical study on the bias degree of the global and personalized models in an FL setting. The results highlight the risk of existing personalization methods and the difficulty of mitigating the risk. Additional results show the correlation between the adversarial transferability and the bias degree difference between the global and personalized models. The observed correlation is the basis for our debiasing method for the personalized models, presented in Section 3.

2.1 Background and Setup

We briefly introduce the background and setup of our empirical study. A more detailed description of the experimental setting is in Section 4.

Spurious Features We consider color as the spurious feature for the MNIST, CelebA, and Coil20 datasets. In the MNIST and Coil20 datasets, we manually color the objects according to their labels to create spurious correlations, as Figure 3 shows. In the CelebA dataset, the hair color attribute correlates with the gender label.

Bias-aligned and Bias-conflicting Samples Given a biased ML model that predicts using spurious features, the bias-aligned samples are the samples on which the biased ML model makes correct predictions [Nam et al., 2020]. The rest of the samples are bias-conflicting. For example, in CelebA dataset, blond female images are bias-aligned, and blond male images are bias-conflicting.

Data Partition In the federated setting, each user has data from 5 different classes in the MNIST and Coil20 dataset and 20 celebrities in the CelebA dataset. The spurious correlations vary across clients for the MNIST and Coil20 data (e.g., the red color correlates with label zero on the first client and with label one on the second client) to create additional statistical diversity. In the centralized setting, we use the same dataset with fixed spurious correlations. We create a biased test set, which follows the same data distribution as the train set, and a bias-conflicting test set, which only contains bias-conflicting samples.

Training Method We train the global model using federated averaging algorithm [McMahan et al., 2017], which learns a model \( f : \mathcal{X} \to \mathcal{Y} \) that minimizes: \( \mathcal{L}(f, \mathcal{D}_g) = \sum_{i=1}^{N} \frac{|\mathcal{D}_i|}{|\mathcal{D}_g|} \cdot \mathbb{E}_{x,y \sim \mathcal{D}_i} \ell(f(x), y) \), where \( N \) is the number of clients, \( \mathcal{D}_i \) is the local dataset for client \( i \), \( \mathcal{D}_g = \bigcup_{i=1}^{N} \mathcal{D}_i \) is the global dataset, \( \ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} \) is the loss function.
Figure 4: The Accuracy of ML Models on Biased Dataset and Bias-Conflicting Dataset with Different Training Settings. The global models in the federated setting achieve smaller accuracy disparities between biased and bias-conflicting dataset.

Figure 5: The Accuracy of Personalized Model on Biased Dataset and Bias-Conflicting Dataset with Different Number of Fine-tuning Batches. The personalized models entangle spurious features and increase accuracy disparities between biased and bias-conflicting dataset.

Adversarial Examples We could generate an adversarial example $x_{adv}$ using data sample $x$ with label $y$ by solving:

$$x_{adv} = \arg\max_{\|x_{adv} - x\| \leq \epsilon} \ell(f(x_{adv}), y)$$ (1)

, where $f$ is the victim ML model, $\ell$ is the loss function and $\epsilon$ is the attack budget. An adversarial example is transferable if it fools another ML model (e.g., a personalized model) other than the original victim model $f$ (e.g., the global model).

2.2 Statistical Diversity Reduces the Bias Degree

Figure 4 shows the accuracy disparities of ML models on bias and bias-conflicting test sets, which indicates their bias degree. Compared to the models trained in the centralized setting, the bias degree of models trained in the federated setting decreased significantly. These empirical results suggest that the global model in FL is more robust to spurious features if the spurious features are non-i.i.d. across clients.

Intuitive Explanation Let us consider the relationship between the gradient directions and the learned features. For the spurious features, its correlation with the label may change across clients. As an example, in some users’ local datasets, the blond hair does not correlate with the gender label because the dataset does not contain any blond female image or the dataset has blond male images, as is visualized in Figure 1. Therefore, the gradient directions for the spurious features could diverge across clients, as is visualized in Figure 2. The divergence between the gradient directions, as a consequence, makes learning spurious features difficult. In contrast, the non-spurious features, e.g., shape features, are more consistent across clients, leading to a more consistent gradient direction.

2.3 Personlization Increases the Bias Degree

Although the global model in the federated setting has a lower bias degree than that in the centralized setting, the advantage could vanish during the personalization step. Figure 5 shows the accuracy disparity of the personalized model during personalization, from which we could observe:

Personalized Model Entangles Spurious Features The accuracy first increases and decreases on the MNIST bias-conflicting test set and slowly decreases on that of Coil20. These two observations
Figure 6: The Accuracy Disparity of Personalized Models on Biased Dataset and Bias-Conflicting Dataset (Acc_B - Acc_BC) and their Accuracy Increase on Adversarial Examples (Acc_Adv - MIN_Acc_Adv). As the personalized models entangle spurious features and increase the accuracy disparity, the accuracy of the personalized models on adversarial examples increases, which indicates the adversarial transferability between the global and personalized models decreases. MIN_Acc_Adv is 0 because the adversarial examples transfer to the personalized models with no update.

indicate that the personalized model needs a few batches to learn spurious features. Therefore, one may wonder if early-stopping would help. However, since the accuracy drop on the bias-conflicting dataset may not be observable, as is discussed in Section 1, one has no clue on when to stop, and the observable accuracy on the biased test set would mislead to biased models.

2.4 Adversarial Transferability Indicates Bias Degree Difference

Liang et al. [2021] uncovers the connection between adversarial transferability and knowledge transferability, which motivates our method. To estimate the bias degree of the personalized models, which is considered difficult without bias-conflicting samples, we use the transferability of adversarial examples between the global and personalized models as a proxy. Adversarial transferability is defined using the accuracy of personalized models on the adversarial examples generated by the global model—the higher the accuracy, the lower the transferability. Figure 6 plots the accuracy disparity and the adversarial transferability during fine-tuning. As the accuracy disparity increases, which indicates the bias degree of personalized models increases, the accuracy on adversarial examples also increases, which indicates the adversarial transferability decreases.

3 Methods

Based on the observation in Section 2.4, we first introduce transferable adversarial examples to the personalization step, aiming to enforce the adversarial transferability. However, the accuracy disparity still increases, albeit much slower, even if the adversarial transferability remains high. One possible reason is that the personalized model forgets the bias-conflicting samples, which are rare or missing. Therefore, we introduce another method based on loss function approximation to mitigate forgetting. Combining the two proposed methods, we address the accuracy disparity. We note that both methods are lightweight, which fit the resource constraint client devices in FL systems.

3.1 Training Adversarial Transferability

We enforce the global and personalized models to make consistent predictions on the adversarial examples, such that the adversarial examples could transfer from one to another.

Generating Adversarial Examples Projected gradient descent (PGD) attack [Madry et al., 2018] is among the most effective attacks that utilize the neural network’s first-order gradient, which is easy to compute. The attack solves $x_{adv} = \arg \max_{\|x_{adv} - x\| \leq \epsilon} \ell(f_g(x_{adv}), y)$ iteratively. At iteration $t + 1$, the adversarial example is: $x_{adv}^{t+1} = \text{Proj}_{\|x_{adv} - x\| \leq \epsilon}(x + \alpha \cdot \text{sign}(\nabla_{x_{adv}} \ell(f_g(x_{adv}^{t}), y)))$

where $f_g : \mathcal{X} \to \mathcal{Y}$ is the global model, $\ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ is the loss function, and Proj is a projection operator.

Enforcing Consistent Prediction Both the global model $f_g$ and the personalized model $f_p$ take the adversarial example $x_{adv}$ as input and output $z_g$ and $z_p$ from their last layers, respectively. We enforce the adversarial transferability by adding the following regularization term, which maximizes
Figure 7: The Loss Disparity and Adversarial Transferability with Different Methods. Combining the two proposed methods flattens the loss disparity.

3.2 Mitigating Forgetting

Catastrophic-forgetting refers to the phenomenon that a neural network forgets the previous task while learning a new task. In our scenario, we suspect that the personalized model forgets the bias-conflicting samples. Therefore, we developed a method to address the forgetting issue, motivated by the recent advance in continual learning [Yin et al., 2020]. The idea is first approximating the loss function \( L(f_g, D_g) \) of the personalized model \( f_g \) on the global dataset \( D_g \) that contains more bias-conflicting samples. Then, we could penalize the personalized model if the approximated loss increases, which is defined as \( L(f_g, D_g) - \hat{L}(f_g, D_g) \).

**Loss Function Approximation** Direct estimation of the loss \( L(f_p, D_g) \) is intractable because we do not have access to \( D_g \) on the client. Therefore, we apply a second-order Taylor expansion at the global model \( f_g \) with parameter \( w_g \) to approximate the loss function:

\[
L(f_p, D_g) = L(f_g, D_g) + (w_p - w_g)^\top \nabla_w L(f_g, D_g) + \frac{1}{2} (w_p - w_g)^\top \nabla_w^2 L(f_g, D_g) (w_p - w_g) \\
\leq L(f_g, D_g) + (w_p - w_g)^\top \nabla_w L(f_g, D_g) + \frac{\lambda}{2} \| w_p - w_g \|^2
\]

where \( w_g \) and \( w_p \) are the weights for global and personalized model, respectively, and \( \hat{\omega} \) is a linear interpolation between these two, by the Lagrange’s mean-value theorem. Since we know that the global model converges to some minima, by the first-order optimality condition, we have \( \nabla_w L(f_g, D_g) = 0 \). Furthermore, by the smoothness assumption on the loss function, we know the spectral norm of the Hessian, \( \| \nabla_w \nabla_w L(f_g, D_g) \| \), is upper bounded by \( \lambda \) [Nesterov, 2003]. Proof of Theorem 2.1.5]. Combining all the above arguments, we have

\[
L(f_p, D_g) - L(f_g, D_g) \leq \frac{\lambda}{2} \| w_g - w_p \|^2.
\]

The upper bound in Eq. (3) implies that, by adding a simple \( L_2 \) regularization term \( R_{L_2} = \lambda \cdot \| w_g - w_p \|^2 \), we can mitigate the forgetting issue. Although prior works [Li et al., 2020; T. Dinh et al., 2020; Li et al., 2021] have explored similar regularization methods, we derive the regularization term from a different perspective.

4 Experiments

This section presents our experimental results, in addition to the results in Sections 2 and 3, demonstrating that our method prevents the personalized model from using spurious features and reduces their bias. We also show that the benefit of enhanced average accuracy from fine-tuning is preserved. Compared to a supervised up-weighting strategy from prior work [Sagawa et al., 2019], we find our method performs better, possibly because the number of bias-conflicting samples is small.
Table 1: Accuracy

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th></th>
<th></th>
<th>CELEBA_S</th>
<th></th>
<th></th>
<th>CELEBA_R</th>
<th></th>
<th></th>
<th>COIL20</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc_B</td>
<td>Acc_BC</td>
<td></td>
<td>Acc_B</td>
<td>Acc_BC</td>
<td></td>
<td>Acc_B</td>
<td>Acc_BC</td>
<td></td>
<td>Acc_B</td>
<td>Acc_BC</td>
</tr>
<tr>
<td>Global</td>
<td>.852 ± 2e-4</td>
<td>.847 ± 6e-4</td>
<td></td>
<td>.930 ± 5e-5</td>
<td>.910 ± 3e-4</td>
<td></td>
<td>.909 ± 6e-5</td>
<td>.929 ± 5e-5</td>
<td></td>
<td>.882 ± 6e-4</td>
<td>.903 ± 7e-4</td>
</tr>
<tr>
<td>FT</td>
<td>.989 ± 6e-7</td>
<td>.704 ± 3e-4</td>
<td></td>
<td>.952 ± 6e-5</td>
<td>.786 ± 5e-4</td>
<td></td>
<td>.963 ± 6e-6</td>
<td>.849 ± 1e-3</td>
<td></td>
<td>.958 ± 2e-5</td>
<td>.782 ± 8e-4</td>
</tr>
<tr>
<td>UW</td>
<td>.968 ± 3e-5</td>
<td>.823 ± 7e-4</td>
<td></td>
<td>.930 ± 7e-6</td>
<td>.889 ± 5e-4</td>
<td></td>
<td>.936 ± 1e-5</td>
<td>.895 ± 4e-4</td>
<td></td>
<td>.901 ± 8e-4</td>
<td>.916 ± 5e-8</td>
</tr>
<tr>
<td>Ours</td>
<td>.951 ± 2e-5</td>
<td>.870 ± 8e-4</td>
<td></td>
<td>.932 ± 3e-5</td>
<td>.910 ± 2e-4</td>
<td></td>
<td>.925 ± 2e-5</td>
<td>.927 ± 8e-5</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* Accuracy on Biased Dataset / Accuracy on Bias-conflicting Dataset

4.1 Setting

We list more details about the dataset partition, hyper-parameters, and model selection in addition to Section 2.1.

Data Partition We distribute the MNIST and Coil20 dataset across 50 clients. Each client has data from 5 different classes. The local dataset on each client is further partitioned to train/validation/test set with a ratio of 72:8:20, following prior work [Li et al., 2021]. The test set here is biased. We alternate the spurious features in biased test sets by recoloring the data to create a bias-conflicting test set. The CELEBA dataset is distributed among 508 clients according to the celebrity identity, following LEAF [Caldas et al., 2018]. Due to the limited space, we report the details for the synthetic CELEBA partition CELEBA_S and the real partition CELEBA_R in Appendix A.

Spurious Features For the biased train/validation/test sets, we correlate 98% of data samples with spurious features in MNIST and CELEBA_S and 100% in Coil20, similar to prior work [Nam et al., 2020]. The details of CELEBA_R are in Appendix A.

Hyper-parameters We use Adam optimizer [Kingma and Ba, 2015] through our experiments with learning rate 1e−4. Although stochastic gradient descent (SGD) optimizer is more common in vision-related tasks, we find that the Adam optimizer always finds a less biased ML model in all the cases. We train the global model for 500 rounds. 5 clients are selected per round, and each performs 5 epochs of local updates. We tune the weight of adversarial transferability term and loss approximating term from {0.01, 0.1, 1.0, 10.0} and select the largest value that does not decrease the validation accuracy during penalization.

Model Selection We select models using the validation accuracy minus the decrease of adversarial transferability. For other baseline and competitor methods, we use the validation accuracy for model selection.

4.2 Main Result

We compare our method to no personalization (Global), naive fine-tuning (FT), and up-weighting (UW) [Sagawa et al., 2019]. The up-weighting method is implemented via sampling bias-aligned and bias-conflicting samples with equal probability [Sagawa et al., 2019]. Each experiment repeats 9 times with 3 random seeds for the federated learning step and 3 for the personalization step.

Tables 1 shows the main result. Our method results in 3.85% average accuracy improvement on the biased test set and 0.8% accuracy improvement on the biased-conflicting test set compared to the global model, on average. In contrast, the naive fine-tuning method sacrifices the accuracy on the bias-conflicting test set by up to 14.3%. We also find that our methods outperform the supervised up-weighting method, which decreases the accuracy on the biased-conflicting test set by 2.63% on average. One possible reason is that the diversity of the up-weighted bias-conflicting samples is small. Therefore, the neural network could memorize them instead of discarding spurious features. Appendix B details the analysis on the impact of the diversity of bias-conflicting samples on debiasing, showing that our method is applicable in the scarcity of bias-conflicting samples while the up-weighting method fails.

5 Conclusion

In this work, we explored the risk of federated learning personalization methods in the presents of spurious features, which lead to biased personalized models. To mitigate the risk, we developed a strategy based on the adversarial transferability between the global and personalized models. Empirical results show that enforcing transferability reduces the bias degree of personalized models.
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