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Abstract

We propose a unified framework to analyze and design distributed optimization
algorithms. Through the lens of multi-rate feedback control, we show that a wide
class of distributed algorithms, including popular decentralized/federated schemes
such as decentralized gradient descent, gradient tracking, and federated averaging,
among others, can be viewed as discretizing a continuous time feedback control
system, but with different discretization patterns and/or multiple sampling rates.
This key observation not only allows us to develop a generic framework to analyze
the convergence of the entire algorithm class, more importantly, it leads to a new
way of designing new distributed algorithms. We develop the theory behind our
framework, and provide an example to highlight how the framework can be used
to analyze and extend the well-known gradient tracking algorithm.

1 Introduction

Distributed computation has played an important role in machine learning, partly due to the
dramatically increased size of the models and the datasets; see [1, 2] for a few recent surveys.
Heterogeneous computational and communication resources in the distributed system create a
number of different scenarios in distributed learning. For example, in a decentralized optimization
(DO) setting, the communication and computation resources are equally important, so the algorithms
alternatingly perform communication and communication steps [3, 4, 5, 6, 7]; In the Federated
Learning (FL) setting, the communication is the bottleneck of the system, so the algorithms typically
perform multiple local updates before one communication step [8, 9, 10, 11]; Additionally, in
order to identify the the optimal decentralized algorithms that utilize the minimum computation
and communication rounds, it is typically required to perform multiple communication steps before
one local update [12, 13].

However, there are a few looming concerns and challenges over the proliferation of these algorithms.
First, for some relatively hot problems, there are simply foo many algorithms available, so much so
that it becomes difficult to track all the technical details. Is it possible to establish some general
guidelines to understand the fundamental relationships between algorithms that take similar forms,
or provide similar features/functionalities? Second, much of the recent research on this topic
appears to be increasingly focused on a specific setting (e.g., those that mentioned in the previous
section). However, an algorithm developed for FL. may have already been rigorously developed,
analyzed, and tested for the DO setting, with only minor differences. Developing an algorithm
and its corresponding analysis takes significant time and effort, therefore it is desirable to have
some mechanisms in place to reduce the possibility of “reinventing the wheel”. We argue that there
is a strong demand of a framework for distributed optimization, which can help researchers and
practitioners to simplify their understanding about algorithm behaviors, predict performance, and

streamline algorithm design.
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Our main contribution is to build such a unified framework for distributed algorithms, using tools
from multi-rate feedback control systems. Specifically, we first show that, a special continuous-time
feedback control system is well-suited to capture a number of key properties of distributed
algorithms. We then show that when such a continuous-time system is discretized appropriately (in
which different parts of the system are discretized using different rates, hence the name “multi-rate”
system), it recovers a wide range of decentralized/federated algorithms. Finally, we provide a
generic convergence result that covers different feedback schemes as well as discretization patterns.
The major benefits of our proposed framework can be summarized as:

1) Using our framework, we can establish the connection between different subclasses of distributed
algorithms that are developed for different settings; in some sense, they can be viewed as applying
different discretization schemes to certain continuous-time control system;

2) Our framework helps predict the algorithm performance, and facilitates algorithm design — as
long as the continuous-time control system and the desired discretization pattern are identified,
our framework readily provides the various system parameters that are needed to ensure algorithm
convergence (an example is provided in the appendix to showcase how this can be done).

Note that there are many existing works which analyze optimization algorithms using control
theory, but they mainly focus on some very special class of algorithms. For examples, [14, 15,
16] study a restrictive class of simple convex optimization algorithms; the paper [17, 18, 19]
investigates the acceleration approaches for centralized problems in discrete time; [15, 19] focus
on the continuous-time system and ignore the impact of the discretization to these algorithms;
[20, 21, 22] investigate the connection between continuous-time system and discretized gradient
descent algorithm, but their approaches and analyses do not generalize to federated/decentralized
algorithms. It is also important to note that, to our knowledge, none of the above referred works
provide any insights about relationship between difference classes of distributed algorithms (i.e.,
between DO and FL), nor do they facilitate the design of new algorithms.

2 Continuous-time System

In this section, we provide a general description of the continuous-time multi-agent feedback control
system. We start by giving a general system structure and discuss the property of each controller
and how the controllers are related to the discrete-time optimization algorithms. Then we provide
the convergence properties of the system.

2.1 System Description
The Decentralized Optimization Problem. Consider a distributed system with /N agents connected

by a strongly connected graph G = (V, £), each optimizes a smooth and possibility non-convex local
function f;(x). The global optimization problem is formulated as [15]

xeRNde

N
min f(x) = %Zﬁ(w’) st. (A®I)-x=0, (1)

where x € RV*9s stacks N local variables x := [21;...;2n]; ; € R%, Vi € [N]; ® denotes
the Kronecocker product; the incidence matrix A contains the graph connectivity pattern with the
following definition: if edge e(¢, j) € £ connects vertex 4 and j with ¢ > j,then A,; =1, A.; = —1
and A, = 0, Vk # i,7. Let us use \; C [N] denote the neighbors for agent 7. For simplicity of
notation, the Kronecocker products are ignored in the latter analyses.

The Continuous-Time Double-Feedback System. To optimize problem (1), our approach is to
design a continuous-time feedback control system, in such a way that the system enters its stable
state if and only if the state variables of the system precisely correspond to a first-order stationary
solution of (1). Towards this end, let us use x € RV *% to denote the main state variable of the
system. Let us introduce two feedback loops, referred to as the global consensus feedback loop
(GCFL) and local computation feedback loop (LCFL), where the former incorporates the dynamics
from multi-agent interactions, while the latter helps better stabilize the system. More specifically,
these loops can be specified as below:

* (The GCFL). Let us define an auxiliary state variable v := [vy;...;vy] € RN%, with v; €
R Vi, and define y = [x; v] € RN(d=+d.); define a feedback controller G, (-; A) : RN (deFdv)

RN (d=+dv) Then the GCFL will use the controller G ¢(+; A) to operate on y, to ensure that the agents
remain coordinated, and their local control variables remain close to consensus;



* (The LCFL). Let us define an auxiliary state variable z := [z1;...;2N] € RN4: | with z; €
R?= |V 4; define a set of feedback controller Gy(+; f;) : Rdetdvtds _y Rdatdotd: one for each
agent 7. Then each agent will utilize LCFL to operate on its local state variables x;, z; and v;, to
ensure that without interacting with the neighboring agents, its local system can be stabilized.
Please see Figure 1 for an illustration of the i,
continuous-time system mentioned above. It is 'LCFL Uy X1, V1,74
clear that the system can be described by the I Gl vy 23 /1) |0
following dynamics: |
1
V(t) = —ng(t) - ugw(t) — ne(t) - ue(t) !
x(t) = —ng(t) - ug,a(t) — me(t) - uew(t)  (2) E
Z(t) = —me(t) - ue,= ().
Next, we discuss in detail how different
controllers work.
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2.2 Global Consensus Feedback Loop

The  GCFL performs inter-agent Fjgure 1:  The proposed continuous-time
communication based on the incidence matrix  goyple-feedback control system for modeling the
A, and it controls the consensus of the global  gecentralized optimization problem (1).

variable y := [x; v]. Specifically, at time ¢, the

controller G (y(t); A(t)) can be further decomposed into two sub-controllers G, (y(¢); A(t)) and
Gg.0(y(t); A(t)), where they produce control signals for x and v, respectively, as follows:

Ug (t) = [ug,w (t); ug,v(t)]a where Ug,x (t) = Gg,x(y(t); A(t))7 ug,v(t) = Gg,v (Y(t); A(t))
After multiplied by the control gain 1, (t) > 0, the resulting signal will be combined with the output

of the LCFL, and be fed back to local controllers. Next, we present a few assumptions for the
controller G4(-; A).

Denote the average matrix as R := %]1]1? Then we have the following assumptions on G 4:

A 1 (Control Signal Direction) The output of G, aligns with the direction that reduces the
consensus error, that is:

2
(I-R)-y,Gyly; A)) =2 Cy - [(I - R) -y[I", Yy,
for some consent Cy > 0. Further, the global controller is an averaging algorithm, satisfying:
(1,G4(y; A)) =0, Yy, orequivalently (1,u,(t)) =0, Vt.

A 2 (Linear Operator) The controller G is a linear operator of y, i.e.,
a1 - Gy(y; A) +as-Gy(y'; A) = Gyar -y +as-y';A),V ar,a €R, Vy,y € RI=Tdv,

Let us comment on these assumptions. First, it is easy to check that A2 holds in most of the existing
consensus algorithms. Second, Al is also easy to satisfy. For example, when G(-; A) performs a
weighted averaging, we have G, (y; A) = (I — ATW A)-y where W is a diagonal matrix containing
the weights of the edges. It is easy to verify that, C|; is the second smallest eigenvalue of 1 — ATW A,
that is, Cy = 1 — A\o(ATW A) where A2 (+) denotes the second largest eigenvalue [4, 1].

By using Al, following the general analysis of averaging systems [23] we can prove that the GCFL
behaves at least as expected — it will drive the agents to a consensus state. Note that the this result
does not require the linearity in Assumption 2. This assumption is still important when we analyze
the discretized system later.

2.3 The Local Computation Feedback Loop

The LCFL optimizes the local function f;(-) for each agent. More specifically, for at time ¢, the
ith local controller takes the local variables x;(t), v;(t), z;(t) as inputs and produces a local control
signal. To describe the system, let us first denote the local controllers for different variables as:

ui,é,x(t) = GZ,I(mi(t)7Ui(t)7zi(t);fi)7 Vie [NL
ui,f,v(t) = Gﬁ,v(xi(t);vi(t)azi(t);fi)7 Vie [N]a
Ui,z () 1= G (xi(t), vi(t), z:(t); fi), Vi € [N].



Stacking them together, we can define the local controller Gy (+; f;)’s, as well as the output signals
u;,0(t)’s, as follows:
Go(5 fi) = [Gew(s fi)s Gew (5 fi): Gew (5 fi)], Vi € [N]
uie(t) = Gl fi) = [Wie,a(t); wipw(t);uie,=(t)], Vi€ [N].
Further, we denote the concatenated local controller outputs as: wg . (t) 1= [u1,0,2(t); .. .;un 0.2(t)],
and define u ,(t), ug,» (t) similarly. Note that we have assumed that all the agents use the same local
controller Gy (+; -), but they are parameterized by different f;’s. After multiplied by the control gain

ne(t) > 0, the resulting signal will be combined with the output of GCFL, and be fed back to the
local controllers.

Below, we present some general assumptions on the local computation controllers. For simplicity,
we consider deterministic controllers.

A 3 (Lipschitz Smoothness) The controller is Lipschitz smooth with constant L:
1Ge(@,v, 25 fi) = Ge(a' 0", 25 fi)| < Ll[wsvs2] — [2750" 2]
Vie [N],z,z' € R¥ v,0 e R%, 2,2 € R%,

A 4 (Control Signal Direction and Size) Assume that x;(ty), v;(to) and z;(to) are initialized
properly, and that the local controllers are designed such that the output of Gy, aligns with the
gradient V f(x), that is, the following holds:

(Vfilzi(t), tiea(t)) > alt) - ||V fi(zi ()], ¥t > to,

where a(t) > 0 satisfies lim;_, frt:to a(7)dr — oo. Further, for any given x;, v;, z; the size
of the control signal is upped bounded by the size of the local gradient. That is, for some positive
constants C,, C,, and C,, the following holds:

wiexll < Co- (IVfilz)lls el < Cu- IV Fi(@)lls Nuie:ll < Cx- [V fi(@i)]] -

Let us comment on these assumptions. A3 assumes that the controller has Lipschitz smoothness,
which is easy to verify for any given realizations of the local controllers. A4 abstracts the
convergence property of the local optimizer. This assumption implies that the update direction
—u; ¢, (t) points to a direction that decreases the local objective values. Note that in this assumption,
we have assumed that x;, v; and z; are initialized properly. This qualification is needed since, in
some of the cases, improper initial values lead to non-convergence of the algorithm. For example,
for accelerated gradient descent method [24, 13], z;(¢o) should be initialized as V f;(z;(¢o))-

Using A4, we can also derive the convergence property of local controllers mainly follows that of
the gradient flow algorithms; see, e.g., [25]. The result says that under A4, the LCFL behaves as
expected — the agents can at least properly optimize their local problems. Note that the above result
does not require the Lipschitz smoothness in A3. This assumption is still important when we analyze
the discretized system later.

2.4 Convergence Properties

In this subsection, we analyze the convergence properties of the continuous-time feedback control
system. Towards this end, let us define the energy function as follows:

E(x (1), v(t), 2(t) == f(x(t)) — f* + % I = R) - y@)II*,

where f* := inf f(z) denotes the optimal objective value, X(t) := = 17x(t) denotes the average

of x;(t)’s. Then we have the following characterization for the dynamics of the energy function:

Theorem 1 Assume that the derivative of the energy function & is upper bounded by:
2

E(x(t),v(1),2(t)) < —mn(t) - = 72(t) - [I(I = R) -y ()|, 3

1 & _
N;Vfi(x(t))

where v1(t),v2(t) > 0. Then the continuous-time dynamic satisfies the following:

’ 9 1 1
+minl||({ — R) - y(t < O | max = ) = .
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t

1 & _
N ;Vfi(x(t))
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(a) The discretization block
that has a switch and a (b) Discretized system using ZOH on both control loops with two

Zero-Order Hold. sampling time 7,4, 7;

Figure 2: Discretization approach: a) Zero-Order Hold; b) discretized multi-agent control system.

The proof of this result is straightforward. By integrating £ (t) from ¢t = 0to T, we have
T

/t O B)-yO) dt+ / O IVSEO)I < £0) (D),

t=
divide both sides by j;io 1 (t)dt or ftio ~1(t)dt, the prove is complete.

The above result provides us with a generic condition on the dynamics of the energy function, under
which the convergence rate of the continuous-time system can be characterized. Despite being very
simple and intuitive, this result is very useful for the following two main reasons. First, it suggests
that the design of the (continuous-time) communication and computation controllers should follow
the criteria set forth by condition (3), and, preferably, with large 1 (¢) and ~2(t) so that the final
convergence rate can be made faster; Second, if the continuous-time system satisfies (3), we will
show that it is possible to discretize the system so that (3) can still be satisfied, but with different v,
and ~, and hence slightly different convergence characterization.

By now, we have built the double feedback-loop continuous-time control system, and provided a
few basic assumptions that any reasonable (global consensus and local computation) feedback loop
should satisfy. Further, we have identified a simple sufficient condition, under which it is relatively
easy to analyze the convergence of the system (by mostly leveraging existing continuous-time
analysis techniques). Now we are ready to dive into the main technical part of this work, which
is to show that when the system is properly discretized, the resulting (discrete, and possibly mixed
discrete and continuous) system can be used to model a few classes of decentralized learning
algorithms, and they preserve the convergence behavior of their continuous-time counterpart.

3 System Discretization

In the previous section, we have mapped the decentralized optimization problem (1) to the double
feedback-loop continuous-time system. It was shown that, we can identify a sufficient condition
(3) to analyze decentralized algorithms for problem (1). Unfortunately, the analysis and results
provided therein are only valid if the control signals are updated in continuous time, while in
practice, optimization algorithms and communication protocols are implemented via discrete-time
systems. Therefore, it is critical to understand, to what extent can the generic continuous-time
analysis be extended to discrete time systems.

In this section, we discuss the impact of system discretization on the proposed double-feedback
control system. Since our continuous-time control system involves fwo different feedback loops
GCFL and LCFL, special attention will be given to the two loops that are discretized differently.
Interestingly, we will show that many state-of-the-art algorithms for decentralized learning can
be precisely mapped to some versions of discretized double-feedback control system, by properly
choosing a specific discretization scheme, and by specializing the global and local controllers.

3.1 Modeling the Discretization

Typically, a continuous-time system is discretized by using a switch that samples the input with
sample time 7, followed by a Zero-Order Hold (ZOH) that keeps the sampled signal as constant



between the consecutive sampling instances [26]; see Figure 2a for an illustration. Note that the
continuous-time system is equivalent to the case where the sampling time 7 = 0 and the switch is
constantly on.

Let us begin by using such a block to discretize the proposed double-feedback continuous-time
control system. By examining Fig. 2b, we see that the discretization can happen at the two points
A and B, where the local states are about to enter the controllers. It is important to observe that,
depending on which place (or places) that the discretization blocks are implemented, and depending
on the actual sampling rate for each of the discretization block, the original continuous system can
be discretized in many different ways. In a high-level, each of these discretization scheme will
corresponds to a multi-rate control system, in which different parts of the system runs on different
sampling rates. To precisely understand the effect of such kind of multi-rate system, let us define
the sampling intervals for the GCFL and LCFL as 7, and 7, respectively.

3.2 Decentralized Algorithms as Multi-Rate Discretized Systems

In this section, we make the connection between different classes of decentralized algorithms and
different discretization patterns. For convenience, let ¢;, denote the times at which the inputs of the
ZOHs get sampled by both the global and local controllers. Note that when the sampling interval is
zero, the corresponding ZOH samples all the time.

Case 1 (;, > 0,7, = 0): In this case, the local updates are continuous and the global consensus
signal is updated every 7, time interval. The system becomes

V(t) = Ty (t) T Ug,v (tk) - W(t) s U (t)

X(t) = g (t) CUg,x (tk) - W(t) cUg g (t) “4)

a(t) = —ne(t) - ue (1)
By A4, we know that with only u,, the dynamic system finds a stationary point of the local problem
that ||V f;(;)||> = 0. So with (4), the dynamic system finds a stationary point that w,+ Z;{ 8 ug =0,
which is the stationary solution of the following problem for each agent:

/ — ng(t)
fizi(t) = fi(zi(t)) + (D) (wi,g(tr), yi(1)) -

Therefore, from ¢, to ¢9+ 74, each agent minimizes a perturbed local problem to y(7) accuracy. This
system has the same form as the distributed algorithms that require to solve some local problems to
a given accuracy, before any local communication steps take place; see for examples FedProx [9],
FedPD [11] and NEXT [7].

Case 2 (1, = 0, 7, > 0): In this case, the global consensus signal is continuous and the local updates
are updated every 7 time interval. The system becomes

V(t) = —ng(t) - ug,o(t) —ne(t) - ue,o(tr)
X(t) = —ng(t) - ug,a(t) — ne(t) - we,u(tr) 6]
z(t) = —ne(t) - ue,2 (tk).

Similar to Case I, between 7, time interval, the dynamic system finds the first-order stationary point
the following problem
ne(t)
I—-R)y+ g,y (tk
'( )y 0 ¢y (tk)

to certain accuracy. This system has the same form as the algorithms that require to solve some
networked problems to a certain accuracy, see for example [27, 28, 12].

2

Case 3 (1, = 7, > 0): In this case, the system is discretized with the same sampling time. The
update of the system can be written as:

X(thy1) = x(tr) — nplte) - we,e (tr) — ng(t) - ug,a(tr),
V(trtr) = v(te) = note) - uew(te) = 1g(t) - ug,o(tr), ©)

2(ter1) = 2(tk) — g (tk) - e,z (),

where 7} (t),) = j;i’“JFTQ ne(t)dt, mp (ty) = tt: 74 11, (t)dt. The above updates can be shown to be

equivalent to many existing DO algorithms, such as DGD, D? [29], DLM, which perform one step
local update, followed by one step of communication.



Case T0, Te Communication Computation Related Algorithm
1 79> 0,71=0 Slow Continuous NEXT [7], FedProx [9]
11 Tg=0,7; >0 Continuous Slow GPDA [28]
111 Tg =1 >0 Same rate DGD [4], DGT [5]
v Tg>1 >0 Slow Fast Scaffold [10], NIDS [30]
\" T >T79 >0 Fast Slow AGD [13], xFilter [12]

Table 1: Summary of different discretization settings, and their corresponding distributed learning algorithms.

Case 4 (7, > 7, > 0): In this case, we assume that 7, = @ - 7;, which means that each agent
performs () times local computation steps between two communication steps. This update strategy
has the same spirit as the class of (horizontal) FL algorithms [8].

Case 5 (1; > 7, > 0): In this case, we assume that 7; = K - 7,4, which means that the agents perform
K times communication steps before two local computation steps. This update strategy is similar to
the line of works that are trying to achieve optimal communication complexities [12, 30].

We summarize the above discussion in Table 1 and provide some examples of the algorithms. Note
that the above discussion about relations of algorithms and discretization settings is still a bit vague,
but later in Appendix A and B, we will provide specific examples to showcase how one can precisely
map an existing algorithm into a discretization setting.

Such kinds of connections are useful in the following sense: First, it suggests that different classes
of algorithms may be rooted in the same continuous-time system, so they are likely to share some
common properties, and it is plausible that they can be covered by a single analysis framework.
Second, by properly utilizing such kinds of connections, we can develop a systematic way of
designing new, and application-specific algorithms. More specifically, we can begin by designing
and analyzing a continuous-time control system (say, with a specific controller), then choose a
desirable discretization scheme, and transfer the theoretical results to such a particular setting.
Therefore, it will be important to have a systematic way of transferring the theoretical results from
the continuous-time system to different discretization settings.

3.3 Convergence Result of Discretized Multi-Rate Systems

For a given distributed algorithm, we can first find its continuous-time counterpart, then perform
discretization based on the requirements of each part of the system. This procedure allows the new
algorithm to share some desirable properties of the original algorithm. However, the discretization
procedure will introduce instability to the system as the sampled control signal will deviate from
the continuous-time control signal. As the sampling interval increases, the deviation also increases.
Understanding how the deviations introduced by different discretization schemes affect the system is
crucial to transferring the theoretical results from the continuous-time system to discretized systems.
The following result provides a way to analyze the convergence for all different discretization
schemes.

Theorem 2 (Dynamics of £ for discretized system) Under assumptions Al-A4 and the choice of
M¢ and g in Lemma 1, and consider the discretize-time system with o > 0,7, > 0. Then we have
the following:

&) < - (22 - ) ‘ (2 -co)ie-myor, o

2

_Z Vfi((t))

where C5(t) and Cy(t) are some constants depending on N, Cgy, L,1,(t),n4(¢), 7o, 74, K, Q.

This result indicates that by proper choice of 74,74, K,(Q, such that (%T(t) — Cg(t)) > 0

and (VZ’T“) — C4(t)) > 0, the discretized algorithm preserves the convergence
rate of the continuous-time system and only slows down by a constant factor
max {71 (t) / ("“T(t) — C3(t)) ,72(t) / (va(t) - C’4(t)) } The detailed convergence analyses
and discussions are omitted due to page limitation.
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